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Abstract: 
 In 2020 Cancer caused 685,000 deaths worldwide, 
thus it is considered the second lethal disease 
globally. Because diagnosis of Metastatic Breast 
Cancer (MBC) patients is challenging, a prediction 
tool is needed during the diagnosis stage to define 
and prioritize patients who are more likely to 
develop metastasis and provide them with optimal 
palliative or supportive care. Machine Learning 
(ML) as a subset of Artificial Intelligence (AI) 
has been applied in oncology for early detection 
of cancer, identifying patients with high risk of 
survival, cancer morbidity, and mortality rate, 
besides predicting drug response. . One of the 
main applications of Machine Learning in public 
health is the identification and prediction of 
populations with high risk for developing specific 
adverse health outcomes, and development of 
appropriate targeted health interventions. Better 
data quality is crucial for better patient targeting 
and Informed Decision-Making. Also, the more 
and sufficient quality data the better machine 
learning model performance. Noisy or unclean 
may lead to inaccurate or faulty prediction, which 

is crucial in medical field. Consequently, data 
quality is essential for better Machine Learning 
model performance. The aim of this research is 
to determine the key challenges of using raw 
datasets, and illustrates how Machine Learning 
techniques can be used to explore and preprocess 
the dataset to overcome these challenges. 
Keywords: Machine Learning – Data Exploration 
- Data Preprocessing – Breast Cancer Metastatic 
Dataset – Raw Dataset Challenges – Extra Trees 
Classifier - Random Forest Classifier 

1. Introduction: 
Breast cancer is the most prevailing cancer 
globally. In 2020, 2.3 million women were 
diagnosed with breast cancer which caused 685 
000 deaths worldwide [1]. Metastasis is considered 
the principal cause of breast cancer-related 
mortalities. Only 5–10% of newly diagnosed breast 
cancer patients present with distant metastasis. 
While, nearly 30% of breast cancer patients 
diagnosed with early-stage disease are expected 
to develop metastasis, often months or even years 
later. The 5-year survival rate of patients with 
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localized disease is 99%, however it decreased 
greatly to 27% for patients with more aggressive 
distant disease [2]. 
Machine learning is a subset of artificial intelligence 
which applies a variety of statistical, probabilistic 
and optimization techniques to allow computers 
to learn from given historical examples in order 
to detect difficult to recognize patterns from large, 
noisy or complex data sets. Machine Learning 
techniques have been used for cancer prediction, 
recurrence and survivability [3].
Machine learning techniques are commonly 
used for detecting breast cancer in early stages. 
. There are two components of early detection: 
early diagnosis and screening. A prediction tool is 
needed to determine patients who are more likely 
to develop metastasis. 
The feature selection, feature extraction and 
classification techniques are used to achieve 
promising results of the diagnosis and detection 
process. Thus Machine learning Prediction models 
help to decrease mortality rate among breast 
cancer diseases [4].
When implementing Machine Learning Models in 
the medical field, the following challenges and 
limitations should be taken into consideration[5]: 
• Availability of data: Training of Machine 

learning models require large dataset in order 
to enhance performance and minimize errors.

• Quality of Data: Data quality is crucial in 
medical field. Intentional or unintentional 
errors during data entry may reduce quality of 
data. Preprocessing of data try to decrease the 
noise end errors of data to increase its quality.

•  High dimensionality of data: high dimensionality 
of primary datasets in healthcare increases the 
Machine Learning model complexity, learning 
time and cause overfitting. Overfitting means 
that the model doesn›t generalize well. Feature 
selection and extraction techniques can be 
used to reduce dimensionality of the datasets.

• Efficiency: Machine learning application 
in healthcare is essential in cases of high 
dimensionality datasets, difficulty of predicting 

parameters, need of time to predict correct 
results, inefficiency of normal methods for 
solving a problem.

• Privacy: During developing Machine 
Learning models in healthcare or medical 
domain, privacy issues has to be taken into 
consideration. 

2. Methods & Materials 
The data would be used for Metastasis Breast 
Cancer prediction model is a dataset of breast 
cancer patients provided by Department of 
Oncology & Nuclear Medicine, Alexandria 
University. It consists of 5236 patient›s records with 
151 clinical and pathological variables. Machine 
Learning techniques were applied through python 
programming language and Anaconda Data 
Science Platform to explore and preprocess the 
dataset. During preprocessing Machine Learning 
techniques were used to Remove redundant Data & 
improve Column Titles, handle categorical values 
and scale data by python Libraries, handle missing 
values by K-Nearest Neighbor imputation, feature 
selection and resample data by Synthetic Minority 
Oversampling Technique (SMOTE) oversampling 
technique and Random Forest Classifier.
2.1 Dataset Description and Exploration 
A primary dataset of Breast Cancer cases was 
provided by Clinical Oncology and Nuclear 
Medicine Department, Faculty of Medicine, 
Alexandria University. It consists of clinical 
records of 5236 instances for Female and Male 
patients diagnosed with breast cancer and 151 
Attributes. Python libraries› been used to deal with 
the Dataset, and explore it. Using python Pandas 
library to explore the data, the following results 
were found: 
1- The data set is multi-dimensional, small sized. 
So, dimensionality reduction Ml techniques will be 
applied to handle this challenge. 
2- There are redundant data like Serial, Data.No 
that would be deleted as not necessary for Machine 
Learning (ML) techniques that would be used and 
to hide the personal identifier of patients for ethics 
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integration.
3- The data frame has the following data types: 
object, float64, int64. Thus Preprocessing is 
essential to convert them to numeric values, as 
most of ML techniques work only with numeric 
values.
4-  The class label would be used with Machine 
learning for Breast Cancer Metastasis (BCM) 
Prediction is Staging_groups, with   157 missing 
values. The class label is unbalanced, so ML 
techniques can be used to resample it. 
non-metastatic    4747
metastatic         332
5- There are missing values in the data frame that 
exceed 90% in some columns. 
6- The dataset contains demographic, clinical and 
therapeutic data about the patients. All the patients 
in the acquired dataset were diagnosed with breast 
cancer in different stages.  
2.2 Data Preprocessing
Data preprocessing is the most important stage in 
the process of knowledge extraction from data. It 
can also improve performance of the ML models 
[6].  One of the most challenges faced when 
dealing with real world datasets is low quality 
data. Performing data analytics on poor-quality 
data, even applying the most powerful and optimal 
algorithms, may lead to inaccurate and unreliable 
results. Consequently, Data preprocessing before 
applying prediction process is inevitable to improve 
data quality. Moreover, data preprocessing is a 
stage in The Knowledge Discovery process which 
may that may require about 60% to 90% of the time 
necessary for knowledge discovery and contribute 
to 75% to 90% of the success of data mining cases 
[7]. 

The challenges found in some columns of the 
dataset in this study can be summarized in the 
following: 
a- Columns labels that can make conflicts with 
python naming rules
b- Redundant data 
c- Categorical values 

d- Missing values 
e- Feature Scaling 
f- Dimensionality reduction 
g- Unbalanced class label
  
Python programming language was used to handle 
column labels, remove redundant data as patient Id, 
serial, and convert categorical data to numeric. ML 
techniques was applied during the preprocessing 
stage to handle missing values. Missing values 
ratio exceeds 90% in some columns as shown in 
the following figure.

Figure1: - of missing values in the given dataset
2.2.1 Missing Values 
Missing values in the dataset have a significant 
impact on the classification model performance, 
which can be summarized as follows [8]:
a-Reduce modeling efficiency.
b- Complexity of data preparation and analysis 
c- Resulted in biased learning of the ML model.  
d- Missing values causes may include but not 
limited to incorrect measurements, human error, 
and anonymous data.
Missing values may be expressed in the data as 
NaNs, blanks, undefined, or nulls. Messiness of 
data may be caused from improper and mistaken 
data entries, unavailability of data, problems of 
data collection, missing sequence, insufficient 
information, missing files, incomplete features [9]. 
Types of missing values can be; missing completely 
at random (MCAR), missing at random (MAR), 
and not missing at random (NMAR). It›s suitable 
to remove data with missing values in MAR and 
MCAR, but to bias can be generated when removing 
observation in MNAR. Thus carefulness is required 
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when removing missing values from the medical 
dataset [10]. Missing values in datasets can be 
overcome by many techniques including, removing 
records, or features and imputation. Imputation 
is e techniques for replacing missing value with 
specific estimated or potential value. Statistical 
and machine learning imputation techniques can 
be implemented such as Mean, Mode, regression, 
K-nearest neighbor, and ensemble algorithms[11]. 
An initial list of clinical and pathological diagnosing 
features was extracted from the dataset. And 
missing values was handled by using K-Nearest 
Neighbor imputation technique.

Figure 2: Percentage of missing values after 
imputing by KNN technique

2.2.2  Feature Selection 
It›s the process of selecting most relevant features 
to improve the classification process. Feature 
selection methods are:
a- Filter Method:  used to select the variables 
regardless the selected classification model. 
Select features by correlating the predictors and 
class label by collecting features most relevant to 
the classification.
b- Wrapper Method:  used to select features by 
making combinations of features and finding 
interaction between them.
c- Embedded Methods: tries to integrate the 
advantages of wrapper and filter methods. 

Feature selection is carried out while executing 
the classification algorithm [12]. Extra trees, 
random forest classifiers were applied separately 
to select the most important features to reduce 
dimensionality. They both show the following 
results:

Feature selection 
Technique

Extra Trees
 Classifiers

Random Forest 
Classifier

Most Important 
Features Selected

Histologic_type_biopsy
Age_diag

Size_mamogram
Size_symptoms

Ki67_biopsy
Quadrant_mamogram

Medical_h
Quadrant_symptomsg

Histologic_type_biopsy
Age_diag

Size_mamogram
Size_symptoms

Ki67_biopsy
Quadrant_mamogram

Medical_hg
Quadrant_symptoms

Table 1: Most important features selected by 
Extra trees and Random forest classifiers

From  the previous table we found that the resulted 
most important features of the 2 techniques are 
close , except the order of quadrant_syptoms and g. 
2.2.3 Oversampling 
Class label that ‹ll be used in Breast Cancer 
Metastasis prediction is unbalanced as most of the 
patients are non-metastatic.

Figure 3: Percentage of metastatic and non-
metastatic patients

Oversampling methods can be applied to 
handle unbalanced class label of the dataset. 
Oversampling can be applied by multiply the 
number of minority class members of the training 
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part after splitting the dataset. Oversampling reduce 
loss of information during training of ML model, as 
it tries to retain minority and majority observation 
of the class. Oversampling drawbacks may result 
from taking longer time for the model training 
and overfitting. Synthetic Minority Oversampling 
Technique (SMOTE) is an oversampling technique 
in which synthetic instances created to replicate the 
minority class and increase its number of instances 
in the training set. This is done by generating two 
key parameters which are the number of instances 
(n) and the nearest neighbors (k) [13]. 
When applying Decision tree classifier before 
oversampling the dataset, the following results 
were acquired:

Figure 4: Evaluation Metrics of Decision tree 
classifier before oversampling 

Applying SMOTE oversampling to the dataset we 
got the following evaluation results»

Figure 5: Evaluation Metrics of Decision tree 
classifier before oversampling

3. Machine learning Algorithms 

The following ML algorithms was applied during the 

preprocessing stage to overcome the challenges of 

the dataset and prepare the data  for the following 

stage of applying metastasis classification models.

 3.1 K –Nearest Neighbour (KNN)

K-Nearest Neighbor (KNN) is an ML technique 

used to predict both discrete attributes and 

continuous features without building predictive 

model for each feature has missing values. Thus 

it can easily handle cases with multiple missing 

values. K-Nearest Neighbor (KNN) looks for the 

most similar instances, the algorithm searches 

through all the data set. This›s can be considered a 

critical limitation of this algorithm in large datasets 

analysis. The KNN imputation provide very good 

results for missing data imputations , even in 

cases  the training sets had a large amount of 

missing data [14]. 

3.2 Random Forest Classifier (RFC)

It›s an ML supervised Learning method that can 

handle Classification and Regression problems. 

RFC consists of hundreds of Decision Trees. Each 

Decision Tree›s node performs a question about the 

data. The branches represent all possible answers 

to that question. RFC is an ML technique that 

combine a hundred decision trees. RFC is popular 

because of high accuracy and low computation 

costs of its performance [15].

3.3 Decision Tree (DT)

It›s a classification ML technique used to make 

prediction of categorical class names, classify 

knowledge on the basis of training sets and class 

labels, and to classify new data [16].

-A classification ML algorithm in which a set of 
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decision trees are generated from various subsets 

of the training data set. Averages used to check the 

accuracy of the prediction by estimating the model 

that fits the random decision tree [16].

3.5 SMOTE

Data is usually imbalanced in the medical field. 

In binary classification machine learning models, 

Imbalanced data means unequal distribution of 

the positive and negative classes. Imbalanced 

datasets may lead to a bias in the model and 

therefore, decrease the accuracy of the model 

to predict the minority class. To overcome 

imbalanced classes, various under-resampling, 

over-sampling, and hybrid methods can be used to 

improve the Machine learning model performance 

when predicting the minority class. On the other 

hand, these data sampling techniques have 

many disadvantages. While the oversampling 

techniques may increase the time or complexity of 

the model and also overfitting , the under-sampling 

techniques may cause loss of information.[17].

The Synthetic Minority over Sampling Technique 

(SMOTE) is a preprocessing technique for handling 

imbalanced datasets, by creating synthetic 

instances to oversample the minority class [18]. 

4. Conclusion
The main objective of this work is to present some 

results of data exploration and preprocessing 

by applying Machine Learning techniques on the 

given Breast Cancer patient›s dataset. In this work, 

the dataset was analyzed to determine the main 

challenges and the required ML techniques to 

overcome them. These challenges are redundant 

data, categorical data, missing values, unbalanced 

class label, and dimensionality reduction.  

Nine features were selected according to their 

importance by ML feature selection Decision 

trees and random forest models. Histologic_

type_biopsy, Age_diag, Size_mamogram, Size_

symptoms, Ki67_biopsy, Quadrant_mamogram, 

Medical_h, Quadrant_symptoms and g (Gravidity) 

which are the most important features suggested 

by ML to be used in Breast Cancer Metastasis 

prediction. As the dataset is small sized removal 

of missing values is not recommended in this 

case and instead ML Imputation techniques is 

used. K-Nearest Neighbor algorithm was used 

to impute multi- missing values of the dataset. 

Staging group, the class label to be used in Breast 

Cancer Metastasis prediction was determined. The 

class label was unbalanced, so Machine Learning 

oversampling was used to handle it by Synthetic 

Minority Over-sampling Technique (SMOTE). The 

dataset is ready for the next phase in which the 

Breast Cancer Metastasis prediction model is 

applied. 
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