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Abstract
 One of the deadliest chronic conditions that ele-
vate blood sugar is Diabetes . Diabetes  increases 
the risk of kidney disease, stroke, visual problems, 
nerve damage, and other diseases. Currently, 
various tests are used in hospitals to obtain the 
necessary data for the diagnosis of Diabetes , 
and depending on this diagnosis, and appropri-
ate treatment is provided. The healthcare sector 
benefits significantly from big data analytics as 
databases are vast. One can examine a large set 
of data using big data analytics. If Diabetes  is not 
diagnosed and not treated, several consequenc-
es may result in death. However, developing Ma-
chine Learning (ML) techniques solves this criti-
cal problem. The motive of this study is to make a 
comparative analysis using different algorithms 
for Diabetes  prediction. The goal of this study 
is to conduct a close examination of several Dia-
betes  prediction systems using nine machine 
learning algorithms for diabet predictionas de-
tect it according to classification methodologies 
like SVM,NB,DT ,LR,KNN,NN,random forest,ada-
boost,gradiant boost. The “National Institute of 
Diabetes  and Digestive and Kidney Diseases” is 
where the dataset first came from. After analyz-
ing the prediction result of different algorithms, 

we observed that Neural Network (NN), Logistic 
Regression (LR), and Gradient-Boosting (GB) are 
more accurate than others.
Keywords: Diabetes diseases, Machine learning 
algorithms (ML), Classification models, prediction 
model 

1. Introduction
The chronic disease Diabetes  is brought on by 
inadequate insulin production or irregular insulin 
release. Hormonal imbalances lead to abnormal 
insulin secretion, and an unstable insulin level 
prevents glucose from being removed from the 
bloodstream. There are serious health conse-
quences when blood glucose levels rise. Diabe-
tes  is the direct cause of high blood sugar, and 
some of its typical symptoms include weight loss, 
excessive urination, hunger, and thirst [1]. Dia-
betes  frequently affects people of all ages, from 
young children to the elderly. It is possible to con-
trol Diabetes  if it is caught early enough.
A crucial step in Diabetes  prevention and man-
agement in healthcare is accurate Diabetes  clas-
sification. Therefore, detecting Diabetes  early is 
more beneficial for controlling it. Because the pa-
tient needs to see the doctor frequently, the pro-
cedure of identifying Diabetes  at an early stage 
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may appear laborious. Through disease predic-
tion, improvements in machine learning tech-
niques have resolved this crucial and fundamen-
tal issue in healthcare. Therefore, more methods 
for predicting Diabetes  have been suggested in 
the literature. PreDiabetes  develops when blood 
glucose levels rise above the usual range, but a 
doctor may have trouble diagnosing Diabetes  if 
the patient’s symptoms are mild. Exercise and 
weight loss thereby lower the risk of developing 
pre-Diabetes . 
   Three forms of Diabetes  must be identified to 
assess the severity of the condition: [2] Diabetes  
of type I typically develops throughout infancy. 
Type I Diabetes  is a condition in which the body 
produces no or very little insulin. Patients with 
type 1 Diabetes  have access to insulin injec-
tions to manage their condition. Unusual weight 
loss, unusual appetite and thirst, abnormal urine, 
and situations involving the kidneys and eyes 
are symptoms of this kind of DM. Type 1 Diabetes  
symptoms will raise the already elevated risk of 
heart disease and stroke.
When the body doesn’t respond to insulin, Type 
II Diabetes  (T2D) develops. This condition typi-
cally affects adults. Type 2 Diabetes  is charac-
terized by weight gain and a sharp increase in 
blood pressure. T2D raises the risk of develop-
ing heart conditions, including stroke.Type 1 Dia-
betes  Mellitus (DM), also known as Insulin-De-
pendent Diabetes  Mellitus, is the most common 
type (IDDM). Because of this type of DM, a pa-
tient needs to receive insulin injections because 
their body cannot produce enough insulin on its 
own. Non-Insulin-Dependent Diabetes  Mellitus 
is another name for type 2 (NIDDM). This form of 
Diabetes  manifests as improper insulin uses by 
bodily cells [2].
Type-III: Gestational Diabetes  develops when a 
pregnant woman’s blood sugar level rises, and 
the Diabetes  is not diagnosed sooner. Long-
term consequences are linked to DM. A diabetic 
person also faces significant risks of developing 
several medical conditions [2].

Rapid advances in ML have enhanced the effi-
ciency of decision-making processes in a wide 
range of applications, including medical diagno-
sis. ML-based diagnostics has gained attention 
in recent years due to its faster inference results 
and ability to perform complex tasks requiring 
specialized expertise and experience. ML is used 
to improve the accuracy of diagnosing different 
diseases by detecting patterns. To predict and 
assess the correctness of the input dataset, ML 
employs a range of classifiers, including super-
vised, unsupervised, and ensemble learning [3]. 
To classify disease severity, diseases are classi-
fied by multiple algorithms such as KNN, DT, Ge-
netic Algorithm (GA), NB, etc. [4-6]. 
This paper focuses mainly on nine ML tech-
niques: KNN, NB, ANN, DT, SVM, Random-Forest, 
LR, GB, and Ada-boost . The accuracy of the three 
best-achieved techniques is that the LR model is 
the best algorithm compared to other algorithms. 
NN technology came in second, and then Gradi-
ent Boosting had the third-best resolution tech-
nology. Then, the three models were predicted to 
predict Diabetes  disease.
Our paper is organized in the following manner: 
The related work of several classifications ap-
proaches for Diabetes  prediction is summarized 
in Section 2. The dataset is presented in Section 
3. The methodology is suggested in Section 4. 
Classification models are presented in Section 5. 
The findings and analyses are presented in Sec-
tion 6. Section 7 Prediction of best three models. 
Finally, section 8, Conclusion and future work.

2. Related Work
The paper discussed the use of multiple super-
vised ML techniques for Diabetes  prediction. Ra-
dial Function Kernel (RBF) SVM, Artificial Neural 
Network (ANN), Multifactorial Dimensionality Re-
duction (MDR), linear SVM, and KNN were used by 
Kaur & Kumari [7]. Logistic regression (LR) was 
used to identify risk factors for Diabetes  based 
on the p-value and odds ratio (OR). Maniruzza-
man et al. [8] used the NB, DT, Ada-Boost, and 
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Random Forest (RF) classifiers to predict Diabe-
tes  patients. The K2, K5, and K10 fragmentation 
techniques have also been adopted. Accuracy 
(ACC) and area under the curve (AUC) of classi-
fiers were tested with these replicated techniques 
in 20 paths.
In the study [9], Kopitar et al. compared many 
commonly used regression models for type 2 
Diabetes  mellitus prediction, including Glmnet, 
RF, XGBoost, and LightGBM. Yahyaoui et al. [10] 
proposed ML techniques and contrasting meth-
ods of Deep Learning (DL) with those of classical 
ML. They used the SVM and RF classifiers fre-
quently employed in conventional ML techniques. 
They utilized a full-Scale Neural Network (CNN) 
for DL to detect people with Diabetes. With the aid 
of clinical data, Nazin, Ahmed et al. [11] propsed 
efficient ML-based classifier models for diagnos-
ing Diabetes . In this study, the algorithms DT, NB, 
KNN, RF, Gradient Boosting (GB), LR, and SVM 
were trained on various datasets. The findings of 
this paper imply that Diabetes  can be accurately 
and successfully predicted using a clinical data 
preparation pipeline and ML-based categoriza-
tion. The suggested model by Aeshah Saad et 
al. [12] combines the SVM and RF ML methods 
to predict Diabetes . They used actual data sets 
gathered from primary healthcare for a security 
force. The outcome demonstrated that the RF 
method outperforms the SVM in terms of accu-
racy.
A stacking-based ensemble technique for pre-
dicting type 2 Diabetes  mellitus was put forth by 
Singh and Namrata [13]. They trained the SVM, 
DT, RBF, and poly SVM stacking ensemble four 
base learners using the bootstrap approach us-
ing cross-validation. However, the state-of-the-
art comparison is absent, and variable selection 
is not specified. A deep neural network-based 
medical decision system for predicting Diabetes  
was created by Tawfik Begrich et al. [14]. These 
algorithms represent some of the most recent 
developments in image analysis, language pro-
cessing, and computer vision. The algorithm has 

demonstrated accuracy. Additionally, it can be 
used with medical knowledge to increase deci-
sion-making efficiency, adaptability, and trans-
parency. By merging the outcomes of many ma-
chine learning algorithms, Jyoti Rani [15] created 
a system that can predict a patient’s early onset 
of Diabetes  with a higher degree of accuracy. 
KNN, LR, RF, SVM, and DT are the techniques 
employed.

3. Data Source
Diabetes  develops when the pancreas is unable 
to produce enough insulin or when the body can-
not use the insulin produced. The hormone insulin 
controls the amount of glucose in the blood. Ac-
cording to the World Health Organization (WHO), 
most diabetic patients are women, especially 
during pregnancy. We collected data from the 
National Institute of Diabetes and Digestive and 
Kidney Diseases for 768 pregnant patients aged 
20 to 50 years with family history in mind [16], and 
all patients are females. The patient’s medical 
parameters include the number of pregnancies, 
glucose, blood pressure, insulin, age, etc. The 
paper aims to estimate the patient’s likelihood of 
developing Diabetes.

4. Methodology
The research focused on nine ML techniques: 
KNN, Tree, SVM, Random-Forest, NN, NB, LR, 
GB, and Ada-boost. These phases apply to the 
mentioned techniques as follows:
Phase 1: The data set is entered and ready for 
preprocessing.
Phase 2: From the preprocessed Diabetes  data 
collection, we select the nine features: (Preg-
nancy, Glucose, Blood Pressure, Skin Thickness, 
Insulin, BMI, Pedigree Function, Age, and Target).
Phase 3: With the help of the confusion matrix, all 
models are evaluated.
Phase 4: Predict the three best models. 
So, the attributes and its descripotion   will be 
shown in Table 1 as follows.
Table 1. The attributes and descriptions of our paper
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Attributes Abbreviation Description Value Data Type

Pregnancies Pr number of pregnancies 0:15

Nu
m

er
ic

 V
al

ue

Glucose Glu a -2hour oral glucose 
tolerance test's plasma 
glucose concentration

50:200

Blood 
Pressure

BP BP in diastole (mm Hg) 50:150

Skin 
Thickness

ST Resting blood pressure 80:180

Insulin Ins (-2hour serum insulin, 
mu U/ml)

0:900

Body Mass 
Index

BMI BMI (weight in 
kilograms divided by 
height in meters) ^2

0:70

Diabetes  
Pedigree 
Function

DBI Skin fold thickness of 
the triceps (mm)

0:3

Age Ag All patients are females 20:50

Outcome Ou Exercise-induced 
angina

0 = false; 
1 = true

5. Classification models
We divide classical ML into two categories: di-
rected learning (supervised learning) and Undi-
rected learning (unsupervised learning) [3].
• Supervised Learning
The machine has a ‘supervisor’ or ‘teacher’ who 
provides the machine with all correct and accu-
rate answers.
• Unsupervised Learning
Undirected learning would leave the machine 
alone with a large pile of data, and its job would 
be to classify that data. The data is not classified.
A machine will learn much faster with a teacher, 
so directed learning is frequently used in real-
world tasks. There are two main types of directed 
learning methods: classification and regression.
    In our research paper, we present some algo-
rithms used to detect Diabetes according to the 
classification method, which is shown as follows:

Fig1: Proposed methodology

5.1 Support Vector Machine (SVM) Technique: 
The SVM is one of the often-used supervised ML 
model types for classification. Given a two-class 
training sample, an SVM’s objective is to deter-
mine the optimal, highest-margin separation hy-
perplane between the two classes. For greater 
generalization, the hyperplane shouldn’t be po-
sitioned closer to data points from the opposite 
class. It is best to select the hyperplane that is 
the furthest away from the data points in each 
category. The points positioned closest to the 
classifier’s boundary are those that make up the 
SVM. The SVM chooses the ideal separating hy-
perplane. The distance between the hyperplane 
defined by wT x + b = 1 and the hyperplane defined 
by wT x + b = 1 will be maximized mathematically. 
This separation is equivalent to 2 w. So, our goal 
is to solve no more than two w. In other words, we 
want min w | 2. All x(i) should be accurately clas-
sified by the SVM, which implies that yi (wT xi + 

b) >= 1, ∀i ∈ {1, ¢¢, N}[17].

5.2 Naive Bayes (NB) Classifier
NB is a categorization strategy based on the idea 
that all features are distinct and independent. It 
states that the status of a particular feature within 
a class has no bearing on the status of any addi-
tional features. It is regarded as a strong method 
used for classification since it is based on condi-
tional probability. For data with imbalance issues 
and missing values, it performs well. A machine 
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learning classifier called Naive Bayes uses the 
Bayes Theorem. Using posterior probability and 
the Bayes theorem, P(C), P(X), and P(X|C) can be 
used to derive P(C|X) [18]. P(C|X) = (P(X|C) P(C)/P 
as a result (X), Where P(C|X) is the posterior prob-
ability for the target class. The possibility of pre-
dicting class is P(X|C). P(C) is the likelihood that 
class C is true: p (X) = Prior Probability of Predic-
tor. 
5.3 Decision Tree (DT) Classifier
Using a decision rule drawn from past data, the 
DT’s primary objective in this study is to forecast 
the target class. It uses nodes and internodes for 
categorization and prediction. Root nodes clas-
sify the instances according to many traits. The 
root nodes may have two or more branches, but 
the leaf nodes signify categorization. The DT 
considers the highest information gain among 
all the attributes at each stage when choosing a 
node [19].
5.4 Logistic Regression (LR) Technique
It is one of the most widely used classification 
algorithms because it uses straightforward pro-
cedures to divide data into different classes [20]. 
Pass/Fail will be the outcome. We refer to these 
values as discrete values.
5.5 k-Nearest Neighbors (KNN) Technique
One of the supervised learning group’s ML algo-
rithms, the KNN method, is “one of the simplest 
algorithms due to its ease of use and time con-
sumption.” Because the KNN technique sepa-
rates pre-sorted data, it uses the complete data 
set as a training set rather than dividing it into a 
training and test set [21]. When the desired re-
sult is for a new data element, the KNN algorithm 
goes through the entire data set to find the k near-
est instances of the new one.
5.6 Random Forest Technique (RF)
It is an improvement over DT, consisting of many 
individual DTs working as a group to get more 

accurate and stable predictions. From the results 
of this group’s prediction, the highest vote-vote 
result is obtained, which is better than using the 
best model alone [22].
5.7 Ada-Boost Technique
It is used with many types of learning algorithms 
to improve performance. On each iteration, Ada-
Boost will identify a misclassified data point, 
thereby increasing its weight (in other words de-
creasing the weight of the integer point) so that 
the next classifier will be more attentive to cor-
recting it [23].
5.8 Gradient Boost (GB) Technique
It’s one of the standard boosting algorithms, this 
algorithm works by adding prediction models se-
quentially, and each model corrects the previous 
model [24]. Still, instead of adjusting the weights 
of the examples at each step as is done in Ada-
Boost, this method tries to fit the new prediction 
model with the remaining errors from the model 
that preceded it and focuses on the difference be-
tween prediction and fundamental truth.
5.9 Neural Network (NN) Technique
Inputs xi, hidden layers, and output ui are ele-
ments that make up a neuron. The result is pro-
duced using an activation function, such as a sig-
moid and a constant bias b. (See equation) [25].

6. Evaluation Results for Used classification 
Models and Discussions
The research focused on nine ML techniques: 
KNN, Tree, SVM, Random Forest, NN, NB, LR, 
Gradient Boosting, and Adaboost. we  explains 
the results of Confusion Metrix (CM), Classifica-
tion Accuracy (CA), F1, Recall, Precision, Area 
Under the Curve (AUC), Log-loss, and Specificity 
in the following Table 2.
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Table 2. Evaluation results for the techniques used

Used Techniques Confusion Metrix (CM) Comprative Performance

LR technique

NN Technique

GB Technique

NB Technique

RF Technique 

 Ada-Boost Technique

 KNN Technique

DT Technique

SVM

From these results, it is clear that even if the ma-
jority of studies used some of these algorithms, 
such as KNN, Adaboost, or DT, to identify patients 
with Diabetes  disease, we found that LR, which 
reached 95% accuracy, was the best algorithm 
compared to the other algorithms. The NN tech-
nique came in second with 94%; then, GB achieved 
the third-best technique with 93% accuracy. 
By distributing the data, it was noted that Diabe-
tes  occurred to them 34.90% of the time in the 
data set, while 64.10% had no Diabetes  disease, 
as shown in Fig.(2).

Fig 2 : Result of Diabets distribution
We will also show which features are essen-
tial and non-significant for Diabetes  disease, 
where important factors show different varianc-
es, meaning they are crucial. Table (3) shows an 
information gain, information gain ratio, and Gini 
decrease for each attribute vital for diabetic dis-
ease.
Table 3: The rank of Diabetes  diseases attributes

NO Attributes Info. gain Gain ratio Gini

1 Glu 0.170 0.085 0.102

2 Ag 0.081 0.041 0.048

3 BMI 0.079 0.039 0.044

4 Ins 0.055 0.030 0.031

5 Pr 0.043 0.021 0.028

6 ST 0.036 0.018 0.022

7 DPF 0.022 0.011 0.015

8 BP 0.0148 0.008 0.009
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From Table (3),We discovered that the features 
of Glu, ag, then BMI are the three most important 
attributes affecting our accuracy results. 
The  attributes with distribution statistics, mean, 
median, dispersion, min., and max. Values are 
shown in  Table (4).

Name Distribution Mean Median Dispersion Min. Max.

Pre 3.85 3 0.88 0.88 17

Glu 120.89 117 0.26 0.26 199

BP 69.11 72 0.28 0.28 122

ST 20.54 23 0.78 0.78 99

Ins 79.80 30.50 1.44 1.44 846

BMI 31.993 32.0 0.246 0.246 67.1

DBF 0.47188 0.37250 0.70169 0.078 2.420

Ag 33.24 29 0.35 0.35 81

7 . Prediction for the best  three Models:
We will predict for the higher three models and 

show a sample of dataset in the following Table 
(5). The prediction is for 239 instances of Diabetes 
, nine attributes,and all of which are numeric 
values.
Table 5. Sample predictable Diabetes  data

LR NN GB Pr G
lu BP ST In
s

BM
I

DP
F

Ag

0 0 0 0 6 14
8

72 35 0 33
.6

0.
62

7

50

0 0 0 1 1 85 66 29 0 26
.6

0.
35

1

31

1 0 1 0 8 18
3

64 0 0 23
.3

0.
67

2

32

1 1 1 0 1 89 66 23 94 28
.1

0.
16

7

21

1 1 1 0 0 13
7

40 35 16
8

43
.1

2.
28

8

33

0 0 0 1 5 11
6

74 0 0 25
.6

0.
20

1

30

0 0 0 0 3 78 50 32 88 31
.0

0.
24

8

26

0 0 0 0 10 11
5 0 0 0 35
.3

0.
13

4

29

0 0 0 1 2 19
7

70 45 54
3

30
.5

0.
15

8

53

0 1 0 0 8 12
5

96 0 0 0.
0

0.
23

2

54

0 0 0 0 4 11
0

92 0 0 37
.6

0.
19

1

30

0 0 0 0 10 16
8

74 0 0 38
.0

0.
53

7

34

1 1 1 0 10 13
9

80 0 0 27
.1

1.
44

1

57

0 0 0 0 1 18
9

60 23 84
6

30
.1

0.
39

8

59

0 0 0 0 5 16
6

72 19 17
5

25
.8

0.
58

7

51

0 0 0 0 7 10
0 0 0 0 30
.0

0.
48

4

32

1 1 1 0 0 11
8

84 47 23
0

45
.8

0.
55

1

31

0 0 0 0 7 10
7

74 0 0 29
.6

0.
25

4

31

1 1 1 0 1 10
3

30 38 83 43
.3

0.
18

3

33

0 0 0 0 1 11
5

70 30 96 34
.6

0.
52

9

32
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numerous additional advancements to produce 
more encouraging outcomes. The data can be 
normalized in various ways, and the results can 
be compared. There are more ways to incorporate 
ML and DL models that have been trained into 
Diabetes  for quick disease identification.
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