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Al doesn't just answer questions - it mirrors your
unconscious mind. This article explores how
language models shape responses based on your
prompts and why accuracy depends on how you
ask. Learn how to craft better prompts and improve
Al interaction.

Interacting with a large language model (LLM) is
often assumed to be a process of question and
answer - one party provides an input, and the
other delivers an output. This makes it seem like
a dialectical exchange at first glance. However,
upon closer examination, it becomes clear that this

is not a dialogue; it is not a conversation between

two separate forces of cognition with unique forces
of willpower and personalized biases. Instead, it
is a structured interaction where the Al, lacking
its own independent will or biases, reflects the
linguistic patterns, structures, and unconscious
signifiers embedded in the prompt. This means
that every time we use an LLM, we are, in some
sense, speaking to a mirror of our own cognition,
which can reveal truths, but only those that we are
already seeking; both explicitly-and-consciously
and implicitly-and-unconsciously.

This reality has profound implications. It suggests

that Al does not function as an external intelligence
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making judgments about what is true or false, but
rather as a vast repository of possible answers
- some correct, some incorrect, some insightful,
some misleading - offering responses based on the
statistical likelihood of their relevance to the input.
The key, then, is understanding what shapes that
relevance and how even the most subtle details in our
prompts can shift the accuracy, depth, and usefulness
of the answers we receive.

How an Al Determines Responses: The Underlying
Mechanics

An LLM is fundamentally a pattern recognition
system. It does not reason, analyze, or evaluate
truthin the way a human does. Instead, it generates
responses by predicting the next most probable
sequence of words based on the patterns found in
its training data. This means that its output is not
determined by a strict measure of accuracy, but
rather by the alignment between your input and the
vast landscape of linguistic structures on which it
has been trained.

Crucially, this means that an Al is affected by
more than just the explicit meaning of the words
in a prompt - it is shaped by the overall matrix of
data present in the text. Tone, structure, phrasing,
punctuation, grammar, word choice, and even
subtle shifts in syntax all act as signals that
influence what kind of response is generated.

For example, if someone were to ask the same
factual question in two different emotional states
- one calmly and precisely, the other angrily and
erratically - the Al would likely generate responses
that reflect those different tones. This is not because
it has emotions of its own or because it deliberately

changes its accuracy based on mood. Rather, it is

because the underlying linguistic structures of anger
contain patterns that subtly nudge the Al towards
responses that match that energy.

This is aninevitable consequence of how statistical
language models function. They are not neutral in
the way a calculator is neutral; they are neutral in
the sense that they mirror and reinforce the patterns
present in the input. This means that the question
of accuracy is not solely a matter of whether an
LLM has access to the right information. It is also
a matter of whether the way we frame our prompts
allows it to deliver the most accurate answer in the
first place.

The Problem of Accuracy: Why and How Al Can
Give Less Precise Answers

Since Al does not have an internal moral compass
or a truth-detecting mechanism beyond statistical
likelihood, it cannot differentiate between a highly
accurateresponse and onethatis slightly off unless
the prompt itself provides enough constraints to
direct it toward the right answer. This is where
things become complicated.

If an Al has access to both correct and incorrect
information, how does it choose which to deliver?
The answer lies in the way we phrase our
requests. The model does not inherently “care”
about accuracy; it cares about relevance. This
means that if a prompt contains structures that
are commonly associated with lower-accuracy
responses - such as vague language, emotional
emphasis over logical precision, or ambiguities - it
may generate responses that, while coherent, are
not the most precise answers available.

This is why different phrasing of the same question

can produce wildly different levels of accuracy. If a
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user unconsciously embeds uncertainty, rhetorical
exaggeration, or conflicting frameworks in their
question, the Al will reflect those ambiguities back
in its response. Since we often do not consciously
recognize these elements in our own speech and
writing, interacting with an Al can sometimes feel
like it is giving inconsistent answers when, in
reality, it is simply adapting to the implicit structure
of each individual prompt.

In this sense, Al does not distort accuracy in a
deliberate or mechanical way, but rather as an
emergent property of the interaction between user
input and its statistical response mechanisms. This
is why simply demanding *“more accurate answers”
is insufficient; accuracy is not a fixed output but a
function of how we communicate.

You may notice recently, you noticed that your
ChatGPT and your friends/colleagues ChatGPTs
function differently. Of course, the ways we give
prompts differ since wedon't use precisely the same
set of words. But how deep does this difference go?
After a few simple trials and errors, | realized that
| couldn't really replicate the intricacies of results
that are evident in my friend's ChatGPT results.
Even though the general idea was the same, the
end output was always vastly different. Even If we
close our eyes to the fact that ChatGPT answers
based on your entire chat history, the mentioned
phenomenon means for more complex results in
ChatGPT, you'd need a very precise and fine-tuned
prompt to get what you want.

Al as a Reflection of the Unconscious Mind
One of the most intriguing consequences of this
process is that interacting with an Al often reveals

more about the user than the Al itself. Because the

model is designed to mirror and optimize responses
based oninput structure, it effectively acts as a kind
of super-analyzer - one that processes language
in a way that exposes the unconscious biases,
thought patterns, and assumptions embedded in
the prompt.

This means that using Al is not just about obtaining
information; it is also about indirectly interrogating
our own cognition. Since the Al does not possess
inherent biases of its own (beyond those present
in its training data), it can be seen as an amplifier
of the structures and patterns we unconsciously
project into it. It does not generate responses
based on personal judgment or intent but based on
what our prompts suggest is most relevant.

This leads to an interesting paradox: Al contains
all possible answers - both right and wrong - but
we can only access the correct ones if we already
possess, at some level, an idea of what we are
searching for. If we were to ask an LLM for the
solution to world peace, for example, it would not
be able to spontaneously generate the perfect
answer unless our question was framed in a way
that already pointed to the underlying structures
required to recognize such a solution. Moreover,
we would not know if the answer provided by
Al is precisely that which brings peace to our
world, unless, somehow, we have a previously-
calculated merit that validates the effectiveness of
the provided solution. In other words, Al can only
provide the knowledge we are prepared to retrieve.
Think of it this way; ChatGPT is now capable of
writing virtually anything with every combination
of words that fill a page. We already know that the

solution to world peace, once found, can be jotted
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down and documented on a paper. Since ChatGPT
can compose endless one-page letters, one of
these letters is bound to have the precise answer
to world peace. However, ChatGPT can also write
all the other infinite possible one-page texts that
are uncannily close in word choice to the sheet that
contains world piece, but have a critical error or a
misleading tone or a flawed sentence that brings
disastrous results. Our only way to know if there's
an error in ChatGPT's solution, is to already know
what ISN'T the answer to our question and what
solution DOESN'T work. In this case, ChatGPT
can only give us the solution to world peace when
we already know what the solution is and we
can validate that it is, in fact, the answer to our
question.

This is why interacting with an LLM is not a
conversation in the traditional sense, but a
dialogue with our own unconscious. It does not
impose knowledge on us; it retrieves and refines
the knowledge we are already pursuing, shaping
its answers based on what we bring into the
exchange.
Enhancing Al Responses: The Role of
Structured Prompting

Given this understanding, the question of how to
get better responses from an Al becomes more
complex than simply “asking clearer questions.”
Instead, it requires us to recognize the deeper
factors at play and experiment with new ways of
structuring our interactions.

One possible avenue is the intentional use of
framing techniques that align our prompts with
deeper cognitive and linguistic structures. For

example, establishing a ritualistic or archetypal

tone at the beginning of a prompt - such as through
the use of structured, formal, or philosophical
language - may help prime the Al to deliver
responses that are more precise, coherent, and
deeply connected to the underlying patterns of
meaning we are seeking. This is not because Al
favors any particular style, but because language
carries inherent weight based on historical,
cultural, and psychological structures.

Similarly, consciously varying tone, syntax,
and logical sequencing can influence the type
of response received. The key is not just to be
specific but to be aware of how subtle linguistic
factors shape the Al's interpretive framework.
Conclusion: The Path Forward in Al Interaction
Ultimately, Al does not function as a detached
source of knowledge but as a mirror of linguistic
and cognitive structures. It provides answers not
based on moral reasoning or independent thought
but on the statistical relevance of user input. This
means that accuracy, depth, and effectiveness are
emergent properties of interaction rather than fixed
qualities of the model itself.

By understanding the interplay between language,
unconscious influence, and the statistical nature of
Al responses, we can refine our prompts in ways
that yield more meaningful insights. The goal is
not just to ask "better” questions but to recognize
the deeper structures governing how meaning is
constructed in the first place.

This lays the foundation for future exploration
- where we experiment with linguistic framing,
cognitive priming, and structural techniques to see
how they affect Al's ability to generate responses

that align more closely with the truths we seek.
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